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1 Intro to RL
• RL is a computational approach to

Markov Decision Processes.

• MDP models a single agent (DM)
making decisions sequentially:

• Agent aims at finding the
policy maximizing long term
discounted expected utility:
E [

∑∞
t=0 γ

tr(at, st)]

• Q-learning is an efficient approach
to this problem: agent sequen-
tially estimates the expected cu-
mulative reward (utility) through
Q(s, a) := (1 − α)Q(s, a) +
α (r(s, a) + γmaxa′ Q(s′, a′))

• Optimal policy p(a|s): arg maxaQ(s, a)
with 1− ε prob.

2 Threatened MDPs
• Q-learning fails if there is an ad-

versary (now reward distribution
is not stationary from DM’s point
of view)

• Our strategy: augment MDP to a
TMDP

• Modified Q-learning rule:
Q(s, a, b) := (1− α)Q(s, a, b) +
+ α(r(s, a, b)+
+γmaxa′ EpA(b|s′) [Q(s′, a′, b)])

3 Modelling opponents
• No common knowledge ⇒ uncer-

tainty about adversary policy,
modelled through pA(b|s).

• Non-strategic opponent:
pA(b|s) ∼ Dirichlet. The DM
would choose the action maximiz-
ing ψs(ai) = EpA(b|S)[Q(s, ai, b)]

• Strategic opponent: he may
model us as non-strategic players
(level-0), making himself a level-1
thinker...

– We can define a hierarchy of
nested TMDPs (up to a given
level-k) and solve all of them
simultaneously.

– If the DM is level-k
her policy is given by
arg maxaik

Qk(s, aik , bjk−1)
where bjk−1 is given by
arg maxbjk−1

Q̂k−1(, aik−2 , bjk−1)

• Opponent averaging: we place a
Dirichlet prior over the type/level of
opponent, as in a Bayesian game.
As iterations run, the DM’s belief
is updated.

Experiments
• Friend or foe RL security benchmark, from

Deepmind 2017.

• The DM needs to travel a room and choose
between two identical boxes, hiding positive
and negative rewards, respectively.

• Reward assignment controlled by adaptive
adversary (exponential smoother):

– p = (p1, p2) are the DM’s probabil-
ities (according to the adversary), of
choosing 1 or 2. p := βp+(1−β)a,

– Adversary places its reward at target
t = arg mini(p)i.

• Whereas a naive Q-learner is exploited by
their adversary, a level-2 Q-learner is able to
account for her opponent:

• More experiments in the paper!!

Conclusions
• We have introduced TMDPs, a framework

to provide one-sided prescriptive support to
a RL agent who confront adversaries that in-
terfere with the reward process.

• Suitable framework to use existing opponent
modelling methods within Q-learning.

• Level-k reasoning scheme about opponents.
We extend this approach to account for un-
certainty about the opponent’s model.

• Empirically, we see that the framework gen-
eralizes between different kinds of oppo-
nents!!
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